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Teaching Objectives
• Describe time series modeling

• Learn about key strategies
• Plotting
• Time trends
• Seasonality
• Autocorrelation

• Discuss two examples
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Steps we will cover
1. Setup data
2. Visually inspect the data
3. Perform preliminary analysis
4. Check for and address autocorrelation
5. Run the final model and plot the results
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Step 1: Setup Data
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Data Setup
• One data row for each time period, including:
• Time variable for day/month/year
• Outcome of interest at that time period

• Possible variables:
• Time Trend
• Post-intervention Level Change
• Post-intervention Trend Change
• Outcome of interest
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Month Visits
2016-01-01 557
2016-02-01 574
2016-03-01 542
2016-04-01 793
2016-05-01 605
2016-06-01 612
2016-07-01 685
2016-08-01 466
2016-09-01 554
2016-10-01 698

… …
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Step 2: Visually Inspect Data
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Visually Inspect Data
What you are looking for:
• Trends

• Linear
• Polynomial
• Seasonal (next week!)

• Potential interventions

• Data quality issues
• Missing data
• “Wild” points
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Step 3: Preliminary Analysis
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Where we are now
1. Setup data
2. Visually inspect the data
3. Preliminary analysis
4. Check for and address autocorrelation
5. Run the final model and plot the results
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Preliminary analysis
• Run a standard OLS regression with a time series specification

• We will work through:
• Intercept-only
• Simple time trend
• Quadratic time trend

• This will form the basis for checks about autocorrelation
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Intercept-only Model

outcomet =β0+εt
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Intercept and Time Model

outcomet =β0+ β1·time+εt

outcomet =β0+εt
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Intercept and Time Model

outcomet =β0+ β1·time+εt

outcomet =β0+εt

outcomet =β0+ β1·time+β2·time2+εt
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Step 4: Autocorrelation
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What is autocorrelation?
• Relationship in data points over time
• Means the data points are not independent

• Two types we will discuss:
• Autoregression
• Moving Average
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εt = φεt−1 +υtAutoregression
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εt =υt +ϑυt−1Moving Average
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Methods to Check Autocorrelation
• Several methods, including:
• Durbin-Watson test
• Residual plots
• ACF and partial-ACF plots
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Durbin-Watson test
• A formal test that tests for correlated residuals
• Interpretation
• Values of 2 indicate no autocorrelation
• lower values indicate positive correlation, higher indicates negative 

correlation
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Residual plot
• Use a residual plot to visually inspect for independence
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Autocorrelation plots
• A plotting method with which you can assess autocorrelation 

and moving averages

• Two plots
• Autocorrelation
• Partial autocorrelation
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Model ACF Partial ACF

No autocorrelation All zeros All zeros

Autoregressive (p) Exponential Decay p significant lags before
dropping to zero

Moving Average (q) q significant lags before
dropping to zero Exponential Decay

Both (p,q) Decay after qth lag Decay after pth lag
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Examples of Exponential Decay
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Examples of Significant Lags
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εt = φεt−1 +υt
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Model ACF Partial ACF

No autocorrelation All zeros All zeros

Autoregressive (p) Exponential Decay p significant lags before
dropping to zero

Moving Average (q) q significant lags before
dropping to zero Exponential Decay

Both (p,q) Decay after qth lag Decay after pth lag
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Step 5: Run the Final Model
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Where we are now
1. Setup data
2. Visually inspect the data
3. Preliminary analysis
4. Check for and address autocorrelation
5. Run the final model and plot the results
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Running the final model
• Use function gls (similar specification to lm)
• If we wanted to use AR(1), for example
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Next week...
1. Seasonality
2. Predictions
3. Syndromic surveillance models


